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Abstract: The rapid advancement of technology in today's world 

necessitates the development and deployment of robust and 

efficient networking architectures. This paper focuses on the 

relevant of creation and implementation of software defined 

networking (SDN) solutions for a university network, which offer 

improved network reachability and ease of navigation for network 

technicians. Utilizing the Ubuntu server command line interface 

within a virtual platform, all software defined networking 

components were seamlessly installed using a secure file transfer 

protocol client. To evaluate the effectiveness of the implemented 

SDN, Mininet was employed to supply OpenFlow switches within 

the software defined networking environment. This allowed for 

the integration of commands into a controller for thorough testing 

and assessment. The main parameters used in this paper are hosts, 

switches and a controller as the focus is on a single controller 

network. Because software defined networking centralizes and 

optimizes computer networks and removes irrelevant packets and 

frequent assaults for quick network performance, it makes 

networking intelligent and has several advantages over traditional 

networks. The successful implementation of software defined 

networking, as demonstrated in this paper, ensures that network 

technicians can swiftly identify and address challenges within 

computer networks of universities. This not only simplifies their 

tasks but also contributes to the overall efficiency and reliability of 

the network infrastructure. 

Keywords: Software Defined Networking; Controller; 

Traditional Network; Virtualization;  Open flow Switches. 

I. INTRODUCTION

Traffic increases every day as far as computer

networking is concerned [1]. This is a result of the daily 

increase in the number of people using digital gadgets. 

Furthermore, computer networking is already a standard 

feature for the majority of people and businesses. According 

to [2], A network is made up of two or more computers that 

exchange data and resources. They stated that companies are 

implementing intranets for the sole purpose of enabling them 
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to gather, arrange, and distribute information more quickly 

and effectively than they could have done in the past. 

Because of this, most organizations are operating on an 

intranet to share digital data internally. Time and energy 

efficient technological infrastructure is needed to handle this 

traffic in order to deliver dependable and affordable 

networking. The majority of businesses utilize the internet to 

promote their goods and services internationally and to be 

viewed by a global audience. For this to happen, 

organizations must ensure efficient, reliable, and 

cost-effective network infrastructure to make their network 

intelligent. The intelligence of an intelligent switch is limited 

because it cannot know what happening on the network. 

Because of the associated costs, most networking 

infrastructure are not traditionally intelligent, even though 

the emergence of the internet has increased competition in the 

business world. In a network that is not intelligent, network 

engineers do diagnostics from one switch to another and 

point-to-point troubleshooting to solve network problems. 

According to [3], increased traffic through the outbreak of 

mobile devices has caused the need for a robust network 

infrastructure. This is because the old network infrastructure 

has the bandwidth compromised. It therefore appears that 

software defined networking is needed in our networking 

infrastructure today because it is challenging to manage and 

apply functions to the traditional network making it difficult 

to understand. Software defined networking is  purely open 

flow that introduces the separation of the control plane from 

the data plane so as to control the network from a central 

location and ensure network reachability [4,5,6]. It is an 

application that, centralized the network, manages traffic, 

and makes finding and fixing network problems easier while 

there are limitations when the traditional approach is used.  

This paper is about the importance of creating and 

implementing software defined networking in institutions 

and organizations. software defined networking is required 

when a first layer traditional network (installed devices such 

as keystones faceplates, switches and laying of network 

cables) is established [4]. It is suitable for current networking 

because of the current demand. It implementation and 

maintenance is also less demanding than the traditional 

approach [7]. The Second Layer Traditional network 

(Introduction of managed switch) makes the network very 

complex to manage. According to [8][34], instead of 

manually inputting numerous command lines on various 

network devices, it is now only necessary to accept the 

instructions from the software defined networking controller. 
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This eliminates the need to understand and interpret 

thousands of protocols. According to [9], using high-level 

languages and application programming interface, software 

defined networking provides a framework that enables 

network managers to automatically and dynamically manage 

and control network components. Software defined network 

is a technology that supports computer network 

administrators [10]. It enables configuration, security, and 

optimization of network resources quickly by dynamic 

automated software defined networking programs that 

administrators can create themselves because these programs 

are not dependent on protected software [4].  

Figure 1 [8] shows the logical view of OpenFlow 

[8,11,12] in two planes that clearly shows the separation of 

the controller from the forwarding device (data plane) 

through application programming interfaces (API) [13].  

 
Fig. 1: Logical View of Software Defined Networking 

Architecture 

Here, we see that in the control plane, the applications are 

connected through the northbound API to the controller. In 

the data plane, hosts are connected to switches. This data 

plane is connected to the controller through the southbound 

API [14]. 

Figure 2 shows the three main layers of the software 

defined networking architecture as can be found in [3]. 

 

Fig. 2: Main layers of Software Defined Networks 

The application layer contains the business applications 

that are connected to the control layer through APIs. The 

control layer is embedded with network operating system that 

contains network services [15]. The infrastructure layer 

contains network devices (switches) that are connected to the 

control layer through APIs [16][32][33]. 

According to a study by [17], the software defined 

networking controller [18] is a logical entity that sends 

instructions or requirements to the networking components 

from the software defined networking application layer. 

Additionally, the controller gathers data about the network 

from the hardware networking applications, providing 

statistics and events about what is happening on the network 

for decision making. The data processing and forwarding 

capabilities of the network are under the control of the 

software defined networking devices [19].  

Using protocols like the rapid spanning tree protocol 

(RSTP), switches in traditional networking decide the 

network path through which packets should be sent [20]. 

They also went further to say that, in SDN, the 

decision‑making functions are removed from the switches 

and handled by a centralized controller software that makes 

all the decisions for the network. The switches, in turn, 

receive packet forwarding instructions from the SDN 

controller. They can now concentrate just on the actual 

physical forwarding of packets. 

   The primary and backup paths for each communications 

flow on the network can be set using the controller. 

According to [21] every device is instructed about what to do 

during a network breakdown. There is essentially no delay in 

forwarding packets when there is a failure. The controller 

speeds up recovery and reduces packet loss. This is because 

there is no need to negotiate forwarding paths, as in an RSTP 

Ethernet network. Packets use the same links in a traditional 

Ethernet network. However, not all are authorized in the 

network, else there will be traffic restricting the total 

bandwidth utilization of the networks slowing the link. 

Therefore, utilizing SDN allows for the allocation of each 

application to its path, maximizing network bandwidth [22]. 

Software defined networking comes with benefits and 

some of which are as follows: 

Network traffic management is optimized by cutting out 

unauthorized traffic, controlling the entire network path, and 

having the power to set bandwidth [23]. 

II. METHODS 

The following are the procedures to configure software 

define networking controller on Windows using the Hewlett 

Packard Virtual Application Networks (HP VAN) SDN 

Controller: 

a) We set up a virtual platform (hypervisor). 

b) Further, we import and set up Ubuntu server 

operating system on the virtual platform. 

c) Next, we set up mininet on the virtual platform. 

d) By using series of commands by HP, we install the 

virtual networking component. 

e) By using series of commands by HP, we import the 

controller Debian package with the help of safe file transfer 

protocol (SFTP) client (e.g., WinScp or Filezilla) and 

unpack. 

f) By using script, we set up a graphical user interface 

login of the controller. 

g) Finally, by using series of commands by HP, we set 

up virtual OpenFlow switches [24] from mininet for the 

controller.  
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This will connect the switches to the SDN controller. 

Here, the administrator can have access to the devices on the 

network. 

Figure 3 shows the layout of both networking infrastructure. 

 

 

Fig. 3: Layout of a) Traditional and b) SDN Networking 

Infrastructure 

In this figure, a) (traditional network) shows that, packets 

from the source   are manage by the switch to the destination. 

However, b) (SDN Network) has introduced a controller that 

manages the flow of packet on it networks [25,26]. 

A.  Network Virtualization 

A hypervisor can run several operating systems 

depending on the processer, memory, and hardisk capacity. It 

also allows virtualized operating systems to share resources 

[27]. The type of hypervisor used in this paper is Type 2, that 

is, a VirtualBox. Figure 4 shows a graphical interface of a 

Virtualbox. 

 
Fig. 4: Graphical Interface of the Virtualbox 

The figure displays the installed mininet virtual machine 

and the controller virtual machine. Mininet provides 

openflow switches for the virtual platform whiles the 

controller virtual machine allows the installation of network 

components.     

B. Ubuntu Server 

Ubuntu 14.046 server amd64.iso image is the required 

operating system. On the storage settings, Ubuntu 14.046 is 

then imported into the virtual machine before installation 

begins, as shown in Fig. 5. 

 

Fig. 5: Imported Ubuntu 14.04 Server Operating System 

After the importation of Ubuntu server, the operating 

system type must be linux, and the version should be Ubuntu 

(64-bit). On the network settings, the bridged adapter is 

selected to allow the secure shell (SSH) to connect to the 

Ubuntu server operating system. This provides a duplicate 

window of the server or operating system in use. The virtual 

machine is then started to setup the server (Ubuntu 14.04).  

Figure 6 shows the activated open SSH server.   

 

Fig. 6: Activated Open Secure Shell Server 

We continue until the setup process is finished. Note that 

a user name and a password are relevant to set the login 

prompt as well as the activation of the open SSH server to 

allow a connection to putty and a safe file transfer protocol.  

 Figure 7 is the command  line interface of the SDN 

controller. To configure SSH (putty), the safe file transfer 

protocol (SFTP), and the network switches, we run ifconfig 

command to view the controller IP address information. 

 

Fig. 7. Command Line Interface of the Software Defined 

Networking Controller 
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figure shows the internet protocol address of the software 

defined networking controller for identification. It has been 

placed in a box on the third line in Fig. 7.  

Figure 8 is a successful duplicate of the command line 

interface of the SDN controller.  

 
a) 

 

 
b) 

Fig. 8: a) Configured Putty and b) Displayed Putty 

The login and the display of the server are the same as the 

putty as shown in Figure 8. Before starting to run the 

commands to install the components, the system needs to be 

updated by connecting to Ubuntu cloud with this command: 

sudo apt-get updates on the SDN controller platform. In SDN 

implementation, a series of commands are used to install 

devices and software. These commands are vital information 

created by [28] to implement software-defined networking. 

There is also the need to install a SFTP (WinScp) client, and 

for that matter, winscp software is installed. The installation 

of the SFTP client and putty are done on the master operating 

system which is windows. It is vital to have a SFTP to 

transfer the Debian package (hp-van-sdn-ctrl-2.7.16-x64.zip) 

from windows platform to Linux (Ubuntu server). This is to 

activate the controller software on the virtualized platform. 

Now, the installation of the components can begin and the 

commands are as follows: 

~$ sudo apt-get update:   
This command connects the HP VAN SDN controller to 

the Ubuntu cloud to update to the most recent package. Note 

that this is the first command. 

~$ sudo apt-get install python-software-properties: 

Here, there will be a prompt on the hard disk size. Type 

“Y” to continue. 

~$ sudo apt-get install Ubuntu-cloud-keyring 

This will install Ubuntu-cloud-keyring. 

~$ sudo add-apt-repository cloud-archive: Juno 

This will provide direction to the Ubuntu cloud archive 

and display the following prompt: 

Press [ENTER] to continue or ctrl-c to cancel. Then, enter 

to continue. 

With these commands, the system connects to the Ubuntu 

cloud and installs the needed software.   

The following commands are responsible for the 

installation of the host. 

~$ sudo apt-get update 

~$ sudo apt-get install keystone 

During this installation process, a prompt requires an answer 

before it continues. It may be either Prompt A or Prompt B. If 

it is Prompt A, type Y to continue, however, if it is Prompt B, 

type N to continue. Further, the system continues after a 

selection is made as follows:   

Prompt A: Do you want to continue [Y/N]? 

Prompt B: Configuration file ==> Modified (by you or a 

script) since installation. The package distributor has shipped 

an updated version. What would you like to do about it? Your 

options are: 

Y or I: install the package maintainer's version 

N or O: keep your currently-installed version 

D: show the differences between the versions 

Z: start a shell to examine the situation 

The default action is to keep your current version. 

*** dmk.sh (Y/I/N/O/D/Z) [default=N]? 

After installing the keystone, there is the need to upload 

the Debian package of the HP VAN SDN controller from the 

windows platform to the Ubuntu server on the virtual 

machine. This is done by the using SFTP (WinSCP). Figure 9 

is an example of a successful transfer of the Debian package 

used in this paper.  

 

Fig. 9: Installed Debian Package 

After the transfer, a command: "~$ ls" is entered to 

confirm a successful transfer of the Debian package, 

hp-sdn-ctl_2.7.16.0373_amd64.deb, as shown in Figure 9. 

This package is the main controller component. We next 

unpack and install the controller components. We now verify 

whether the computer hardware meets the SDN Controller 

requirement and install by using the command: 

~$ sudo dpkg --unpack hp-sdn-ctl_2.7. 16.0373_amd64.deb. 

If it does, it will continue to unpack hp-sdn-ctl_2.7. 

16.0373_amd64.deb. If it does not, it fails with several error 

prompt occurring. 

However, the following override this error. 

~$ touch /tmp/override.txt 
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This command instructs the system to accept the system 

hardware. This overrides the error notice. The following 

command is now used to unpack the Debian package of the 

controller:  

~$ sudo dpkg --unpack hp-sdn-ctl_2.7. 16.0373_amd64.deb. 

This makes the controller ready to be installed. 

To install the package of the controller, we use the 

command: ~$ sudo apt-get install –f. 

We use the following command to check the status of the 

controller: 

~$ sudo service sdnc status 

This command displays a piece of information that verifies 

that the controller services have started working. It also 

displays the follows: 

~$ sdnc start/running, process number 

The following is the script that runs the controller in a 

graphical user interface on the webpage application: 

 ~$ sudo /opt/sdn/admin/config_local_keystone 

This allows the administrator to login to the controller's 

graphical user interface that contains the address: 

http:/0000:8443/sdn/ui/, where 0000 means the SDN 

controller IP address.  

III. RESULTS AND DISCUSSION 

The results are presented in this section. Figure 10, for 

example, shows a traditional network with a break at Switch 

4. 

 

Fig. 10: Traditional Network 

The switches of the network in Figure 10 are all 

intelligent. However, the intelligence of this network is 

limited because the intelligence of every switch is within 

itself [29] (it is unaware of the state of the other switches on 

the network). For example, switch 1 chooses the best path 

and sends packets to Switch 6. If Switch 1 sends packets to 

Switch 6, switch, 1 is unaware of the state of Switch 4. The 

packet may no longer reach its destination and flow across 

the network if Switch 4 is damaged. This is just one of the 

reasons for software defined networking.  

Figure 11 shows the main layout of SDN. 

 

 

Fig. 11: Main Layout of Software Defined Networks 

In Figure 11, the controller has an eye on all activities and 

every switch on the network. In this case, the SDN controller 

decides on the correct path to forward traffic and is also 

aware of the state of every switch on the network. The 

following parameters provide an SDN environment on a 

virtual platform. 

The command:  

$ sudo mn --controller=remote,ip=10.10.9.84 --topo=single,7 

–mac 

integrates mininet into the controller and creates the 

networking environment as shown in Fig. 12.  

 

 Fig. 12: Integrating Mininet into Controller 

This figure shows one switch, one controller and seven 

hosts and how they are connected on the network. It also 

shows that this network should be created on that controller 

bearing this IP address 10.10.9.84, as shown in Fig. 12. The 

IP address of the controller may keep changing depending on 

the type of server in use.   

Figure 13 displays the outcome of Fig. 12.  

 

 
 

Fig. 13: Controller Network Topology 

Figure 13 is the graphical user interface of the result in Fig. 

12. The network created can be manipulated according to the 

demand on the network or the administrator [30,31]. 

Figure 14 is SDN command line interface of a network with 

eight switches. 
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Fig. 14: Controllers Graphical User Interface 

Here, the command on the first line of Fig. 14 creates the 

network on Fig. 15.  

 

 Fig. 15: Software Defined Networking Interface 

This figure shows SDN network without a collapse switch 

as seen in Fig. 11. Should there be a collapse switch, there 

will be an  immediate indication (the path connecting the 

collapse switch will disapear ) and a change in packet path 

when using a complex topology. On this platform all the 

nodes connected to this network is visible to the 

Administrator.  

As an example, we consider a campus area network shown in 

Fig. 16.  

 

 Fig. 16: Traditional Campus Area Network 

Since there is no controller, it is difficult to detect network 

errors in a traditional campus area network as shown in Fig. 

16. With SDN, detecting errors can be very easy.   Figure 17 

shows SDN campus area network. 

 

Fig. 17: Software Defined Networking Campus Area 

Network 

With the command $ sudo mn 

--controller=remote,ip=10.10.9.86 --topo=tree,5 –mac, a 

network technician does not need to move from switch to 

switch to detect errors. The platform now shows only the 

switches on the network as requested by the Administrator.  

In the figure, SDN indicates and shows where an error is on 

the network.  

A. Stages in Creating and Implementing HP VAN SDN 

Controller Creation 

Figure 18 show the two stages when using the Debian 

package. 
 

 

Fig. 18 Stages in Creating and Implementing Software 

Defined Networking with A Debian Package 

In this figure, the virtual platform is running two operating 

system at the same time. The first one which is the network 

operating system is used to install the network component 

and unpack the controller package (Debian package) to 

activate the controller’s graphical user interface for the 

network administrator. The second operating system is 

mininet. It is used to provide virtual OpenFlow switches and 

host for testing. The first stage is the creation aspect of the 

controller and the second stage is the implementation aspect. 

IV. CONCLUSION 

The use of traditional networking is becoming outmoded 

in this 21st century because of the increase in population (in 

terms of networking).  
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Maintenance of traditional network is costly because 

detecting faults on a network can be very challenging. 

Technicians will have to move from switch to switch to 

locate the faults. This is time consuming. 

Software defined networking is a new trend in 

networking that gives network administrators an appetite for 

their daily work.   Network administrators are able to detect 

faults from the SDN controller on the network as soon as it 

occurs. It is affordable and efficient. Because the SDN 

controller has the mechanism to clean the data path for fast 

data flow, it makes networking intelligent with numerous 

advantages over the traditional network.  

Software defined networking has been created and 

tested with the use of the controller and mininet in this paper. 

Ubuntu 14.04 server command line interface has been used to 

produce the results.  

It is reliable and efficient. It controls the network by 

controlling traffic flow to relax the network operation and 

ensure network reachability. We therefore recommend the 

implementation of Software defined networking in all 

institutions and organizations to have a feel of its technology.  
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